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ABSTRACT

Accurate modeling mechanisms play an important role
in model-based diagnosis, and the bond graph modeling
language has proved to be helpful for this task. In this
paper we present an algorithm for automatically derive
ARR-like structures, possible conflicts, from the bond
graph model of a system. The algorithm uses tempo-
ral causal graphs as an intermediate structure to generate
the set of possible conflicts. Performance of the algo-
rithm for structural and sensor faults is then studied. Fi-
nally, we present another algorithm to automatically de-
rive temporal information in the fault signature matrix for
the set of possible conflicts, thus improving the isolation
capabilities of the approach.

INTRODUCTION

Fault diagnosis and prognosis mechanisms play an im-
portant role in accurate and reliable operation of complex
engineering systems. Accurate models play an important
role in generating correct diagnosis results. Model-based
reasoning approaches use the models as the core element
for its reasoning process. Among all these approaches,
model-based diagnosis techniques are becoming quite
prevalent because of their generality, their applicability
across multiple operating regions, and their potential for
overcoming the device dependency problem.
An approach that has been successful for modeling

the dynamic behavior of physical systems from first
principles are bond graphs [Karnopp et al. (2000)].
Bond graphs provide an easy, intuitive way to build
multi-domain energy-based models by combining sys-
tem topology with a small set of component behavior
processes. The topological structure of bond graph mod-
els also provides the infrastructure for developing effec-
tive and efficient fault diagnosis methods based on causal
analysis that links component parameters to system vari-
ables using well defined methods.
Several approaches have been proposed to carry on the

diagnosis process from bond graph models [Mosterman
and Biswas (1999); Samantaray and Bouamama (2008)].

In earlier work [Bregon et al. (2008)], we compared some
of these approaches against the possible conflicts diag-
nosis approach [Pulido and Alonso-González (2004)], an
ARR-like compilation technique from the Artificial In-
telligence Diagnosis (DX) community. In this work we
showed the advantages of exploiting causal and temporal
relations between process parameters and the measure-
ment variables, provided by temporal causal graphs, for
residual generation and analysis. The goal of this paper
is to develop and automatic way to exploit these relations
within the possible conflicts diagnosis framework.
Main contributions of the paper are as follows: (1) we

developed an algorithm to automatically compute the set
of possible conflicts for a system from its bond graph
model using temporal causal graphs, i.e., minimal sets of
equations that can be used for diagnosis purposes, (2)
PCs and ARRs use different minimality concepts, the
proposed algorithm allows to automatically generate the
set of possible conflicts which include the set of struc-
turally independent ARRs, but also additional PCs which
can be used for sensor fault isolation, and (3) we propose
an algorithm to automatically generate the fault signature
matrix of the set of possible conflicts including temporal
information.
The rest of the paper is organized as follows. The

next section briefly describes the bond graph approach.
A three tank system is used to illustrate the modeling ap-
proach. This is followed by a discussion of the possi-
ble conflicts approach to diagnosis. The following sec-
tion presents the algorithm to automatically derive the
set of possible conflicts from the bond graph model of
a system. The basis for the possible conflicts’ fault sig-
nature matrix generation with temporal information are
presented. Next, results for the case study of a nonlinear,
controlled three tank system are shown. Finally, the last
section presents conclusions and future work.

BOND GRAPHMODELING

Bond graphs are labeled, directed graphs, that present a
topological, domain-independent, energy-based method-
ology for modeling the dynamic behavior of physical
systems [Karnopp et al. (2000); Samantaray and Boua-
mama (2008)]. Building system models follows an in-
tuitive approach where energy flow paths between sys-
tem components are captured by a topological structure



where system components appear as nodes, and the en-
ergy flow paths appear as links or bonds. We will use the
laboratory plant model of a three tank system (shown in
fig. 1) to illustrate the significant concepts in this paper.
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Figure 1: Three-tank system.

Fig. 2 shows the bond graph model for the plant. The
tanks are modeled as capacitors that hold fluid, and the
valves and pipes as resistances to flow. 0– and 1– junc-
tions represent the common effort (i.e., pressure) and
common flow (i.e., flowrate) points in the system, respec-
tively. Measurement points, shown as De components,
are connected to junctions, and the faults appear as ex-
plicit parameters of the bond graph model.
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Figure 2: Bond graph model of the plant including the
effort measurements (De : P1,De : P2)

.

This representation provides a systematic framework
for capturing causal relations between system variables,
i.e., causal graphs can easily be automatically derived
from bond graph models. A special class of causal graph,
is the Temporal Causal Graph, that captures not only the
causal, but also the temporal relations between system
variables.

Deriving Temporal and Causal Relations: the Tempo-
ral Causal Graph
Temporal Causal Graphs, TCG, defined by Mosterman
and Biswas [Mosterman and Biswas (1999)] for diagno-
sis tasks, are an extended form of signal flow graphs for
dynamic systems, that capture the causal and temporal
relations between process parameters and the measure-
ment variables in the system. More formally, a TCG can
be defined as [Roychoudhury et al. (2006)]:

Definition 1 (Temporal Causal Graph). A TCG is a di-
rected graph< V, L, D >. V = E ∪F , where V is a set
of vertices, E is a set of effort variables and F is a set of
flow variables in the bond graph system model. L is the

label set {=, 1,−1, p, p−1, pdt, p−1dt} (p is a parame-
ter name of the physical system model). The dt specifier
indicates a temporal edge relation, which implies that a
vertex affects the derivative of its successor vertex across
the temporal edge. D ⊆ V × L × V is a set of edges
[Narasimhan and Biswas (2007)].

TCGs can be directly derived from bond graphmodels,
with effort and flow variables represented as vertices, and
relations between the variables represented as directed
edges.
Fig. 3 shows the TCG for the three tank system. Junc-

tions and resistors define instantaneous magnitude rela-
tions, and capacitors and inertias define temporal effects
on causal edges.

Figure 3: Temporal causal graph of the three tank system.

POSSIBLE CONFLICTS DIAGNOSIS APPROACH

Consistency based approaches are commonly employed
in model-based diagnosis methods employed by the Ar-
tificial Intelligence community. Possible conflicts, PCs
for short [Pulido and Alonso-González (2004)], are those
sub-systems that may become conflicts when faults occur
within the Consistency Based Diagnosis framework [Re-
iter (1987)], i.e., minimal subsets of equations containing
the analytical redundancy necessary to perform fault di-
agnosis [Pulido and Alonso-González (2004)].
Computation of PCs is performed on an abstract model

linked to the set of equations in the system description,
i.e., a hypergraph including just the constrains in the
model, and their related known and unknown variables.
PCs are derived off-line using two core concepts: mini-
mal evaluation chains, or MECs, andminimal evaluation
models, or MEMs.
MECs are minimal over-constrained sets of relations,

and they represent a necessary condition for a conflict to
exist. MECs represent a partial subhypergraph from the
original system description.
Each constraint in a MEC has one or more variables,

and each variable could be solved using the constraint,
assuming the remaining variables are known. This fact
is called an interpretation for the constraint, i.e. a fea-
sible causal assignment. In the general case, not every
interpretation is feasible for non-linear dynamic models.



The set of interpretations, seen as causal links among
variables in each hyper-arc, define a causal graph for each
MEC. A MEM is a global consistent causal interpreta-
tion for every constraint in a MEC. Hence, a MEM is a
subgraph for each MEC. Using the whole set of avail-
able interpretations for each constraint in a MEC, algo-
rithms used to compute PCs are able to find every pos-
sible causal interpretation which is globally consistent
within a MEC, i.e., the whole set of MEMs for each
MEC. Each MEM describes an executable model, which
can be used to perform fault detection. Possible Conflicts
are defined as the set of relations in a MEC that has, at
least, one MEM.
If there is a discrepancy between predictions from

these models and current observations, the PC must be
responsible for such a discrepancy, and should be con-
firmed as a real conflict. Afterwards, diagnosis candi-
dates are obtained from conflicts following Reiter’s the-
ory. Further information concerning PC calculation can
be found in [Pulido and Alonso-González (2004)].
PCs calculation uses a minimality criteria in terms of

sets of constraints. Nevertheless, it is straightforward
to obtain candidates based on components. As pointed
out in [Pulido and Alonso-González (2004)], the set of
MEMs generated with this approach is equivalent to the
set of conflicts computed by the GDE.
Moreover, if algorithms used to compute ARRs

through structural analysis use such minimality criterion
and provide a complete solution –explores every possi-
ble causal assignment for every minimal ARR–, the set
of PCs has same detection and isolation capabilities as
the set of minimal ARRs.
Finally, if every MEM in every PC provides the same

solution–what is called the Equivalence assumption in
[Pulido and Alonso-González (2004)]–, then PCs, mini-
mal ARRs, and minimal conflicts provide the same solu-
tion in terms of fault detection and isolation capabilities.
Cordier et al. [Cordier et al. (2004)] introduced the

concept of support for an ARR (set of componentswhose
models are used to derive an ARR). Based on such idea,
off-line compiled conflicts and ARR’s support can be
considered as equivalent (the support for an ARR is a
potential conflict, which is equivalent to a possible con-
flict [Cordier et al. (2004); Pulido and Alonso-González
(2004)]). Under given conditions, the set of minimal
ARRs and the set of minimal conflicts will have same
detection and isolation capabilities.
Once minimal PCs of a system have been identified,

the next step deals with establishing the set of PCs that
would be activated in presence of each fault, i.e., the fault
signature matrix, FSM. The FSM relates faults that can
occur in the system with PCs that would be activated for
each fault.
For the three tank plant, two PCs are derived. Table

1 shows the resulting fault signature matrix. Columns
PC1 and PC2 show the theoretical activation values of
the PCs in presence of the different kind of faults con-
sidered (shown in the first column). Column I shows the

isolation capabilities of the approach.

PC1 PC2 I
CT1 1 0 1
CT2 1 1 0
CT3 0 1 0
RV1 1 1 0
RV2 1 1 0
RV3 0 1 0

Table 1: Signature matrix of the possible conflicts found
for the three tank system.

Current implementation of PCs computation needs the
hypergraph and the interpretation for each hyper-arc to
be provided by the user. In this work we employ the
structural, causal and temporal information provided by
the TCGs derived from the bond graphs, to automatically
compute the set of PCs from a given system description.
The only requirement is to have the system description
as a bond graph.

PC DERIVATION FROM BOND GRAPHS

In this section we present an algorithm to automatically
derive the set of PCs from the bond graph model of a
system. Similar approaches have already been proposed
in the literature for the same purpose. Samantaray et al.
[Samantaray and Bouamama (2008); Samantaray et al.
(2006)] introduced the Diagnostic Bond Graphs, DBG,
as a way to obtain all the ARRs of a system. The prob-
lem with this approach is that it requires a previous pro-
cess of causality inversion in the sensors, what makes it
difficult to automate the whole process of ARR genera-
tion. Other approaches, like [Bouamama and Samantaray
(2003)], present the steps that must be followed to gener-
ate the set of ARRs, but no algorithm is provided.
Moreover, as shown in [Bregon et al. (2008)], the PCs

diagnosis approach exhibits some advantages against the
ARRs approach. While ARRs/DBGs are designed to use
derivative causality in the system [Samantaray and Boua-
mama (2008)], PCs are designed to automatically work
with both integral or derivative causality. Another impor-
tant difference is that ARRs consider that discrepancies
in the system can only be found comparing an estimated
variable against a measured one. PCs, on the other side,
consider that discrepancies in the system are found com-
paring an estimated variable against a measured variable,
or just comparing two variables that can be estimated by
means of the measured ones.
To compute the set PCs we need to look for MECs

with at least oneMEM.MEMs can be derivedwhile find-
ing MECs, just checking global consistency of the causal
graph w.r.t. the causal assignments. Temporal causal
graphs are pretty suitable for this purpose, because are
able to provide all the causal paths from a variable to the
sensors or sources. Moreover, TCGs will provide the sys-
tem with temporal information that, as we will see later,
can be used to improve the isolation capabilities of the



approach. Therefore, we will used TCGs as an interme-
diate step for PCs computation from bond graphs.
Algorithms to automatically derive the TCG from the

bond graph model can be found in the literature [Moster-
man and Biswas (1999)]. Once the TCG has been de-
rived, we have to clearly mark the following items within
the TCG model in order to derive MEMs:

• Sensors in the system, i.e, measured variables.
• Discrepancy nodes, i.e, measured, and non-
measured variables in the TCG whose value can be
estimated by two independent incident edges.

Algorithm 1 is invoked on the temporal causal graph
to obtain the set of possible conflicts of the system. For
every discrepancy node, this algorithm invokes algorithm
2. Algorithm 2, is a recursive algorithm that propagates
backward along the directed edges of the temporal causal
graph trying to eliminate all unknown variables from the
discrepancy node. When all unknown variables are elim-
inated by means of measured variables (vertex == ∅), a
PC has been found, and minimality conditions have to be
checked. If the PC is minimal w.r.t. the rest of the PCs
found in the system, the PC is added to the set of PCs,
SPC; if not, the PC is discarded. An example of its ap-
plication from the discrepancy node e2 (that is measured
and can also be estimated) is shown in fig. 4.

Algorithm 1: For each discrepancy node, dn,
marked in the TCG, we try to find any possible con-
flict, pc; SPC is the set of possible conflicts; SDN is
the set of discrepancy nodes

function SPC := find every pc foreach dn (SDN)1

foreach dn in SDN do2

vertex = {dn};3

find pc(vertex, {}, SPC)4

end5

Figure 4: PC1 derivation by means of algorithm 2 for
find pc({e2} , {}, SPC)

Looking at the TCG for the running example (fig. 2)
the reader can see that a PC can be obtained propagating
backwards through the TCG from the discrepancy node
e2. The backward propagation will stop when all the
unknown variables become explained. In this example,
when the backward propagation reaches the measured
variable e11, the algorithm will stop and identify a possi-
ble conflict (see figure 4). Another PC can be found prop-
agating backwards in the TCG from the discrepancy node

Algorithm 2:

function find pc (vertex, pc, SPC)1

if vertex == ∅ then2

if pc is not in SPC and pc is minimal then3

insert pc in SPC ;4

end5

else6

foreach v′ in vertex do7

vertex = vertex \ {v′};8

foreach ancestor vertice av′ needed to compute9

v′ do
if av′ has not been visited then10

if av′ is a source or a sensor then11

pc = pc ∪ {av′};12

else13

vertex = vertex ∪ {av′};14

pc = pc ∪ {av′};
end15

end16

find pc(vertex , pc, SPC);17

end18

end19

end20

e11 until the measured variable e2 is reached. To find
both PCs, we have considered the observational model
of the system implicitly included in the TCG, i.e., e2 and
e11 are directly marked as measured variables. But, what
happens when the observational model is explicitly in-
cluded in the TCG?.

Extension to Sensor Faults
As Bouamama et al. claim [Bouamama and Samantaray
(2003)], in presence of multiple sensors, if some residu-
als share common variables, linear combinations of these
residuals can produce independent residuals. Although
it is quite clear that these residuals cannot provide ad-
ditional structural isolation capabilities to the diagnosis
system, they can be used for sensor fault isolation. One
of the advantages of the proposed algorithms is that just
slight changes in the TCG need to be made:

• TCG have to be modified in such a way that the
observational model of the system becomes explici-
tally included.

For the three tank running example, sensor variables
s1 and s2 have to be included in the TCG. Now, vari-
ables e2 and e11 could be either estimated or measured.
Fig 5 shows the extended TCG for the three tank system
example.
Following with the three tank running example, if we

invoke algorithms 1 and 2 on the extended TCG (fig. 5)
from the discrepancy node e2, we obtain: (1), the same
PC that we previously obtained (PC1) if the path from
e11 to the sensor s2 is followed (see upper part of fig. 6);
and (2), a new PC if the path from e11 to the variable
f11 (and further backward propagation) is followed (see
lower part of fig. 6). In terms of minimality criteria,



Figure 5: Extended temporal causal graph of the three
tank system.

the new PC will be minimal w.r.t the other PC because
now we are considering sensor equations as part of the
system, and consequently, the new PC is not maximal
from the already existing PC (because does not include
the sensor equation).

Figure 6: PC1 (upper part) and additional PC3 (lower
part) for the first sensor obtained using the modified al-
gorithm 2. PC1 explains the variable e11 propagating
backwards through the edge to the measured variable s2.
The additional PC3 explains the variable e11 propagat-
ing backwards through the edge to the variable f11.

Table 2 shows the resulting signature matrix for the
extended version of the algorithm. Columns show the
theoretical activation values of the PCs in presence of the
different kind of faults considered (shown in the first col-
umn). Columns PC1 and PC2 show the original PCs
found in the system (also found with the new version of
the algorithm). Column I1 shows the isolation capabil-
ities these two PCs. Columns PC3 and PC4 show the
additional PCs obtained for the system, and column I2

shows the isolation capabilities of the approach for the
whole set of PCs. Additional rows have been added to the
FSM for each of the sensor faults considered. Looking at
columns I1 and I2, it is clear that using the original set of
PCs, sensor faults cannot be isolated, but if the whole set
of PCs is used, both sensor faults can be isolated.

PC1 PC2 I1 PC3 PC4 I2
CT1 1 0 1 1 1 1
CT2 1 1 0 1 1 0
CT3 0 1 0 1 1 0
RV1 1 1 0 1 1 0
RV2 1 1 0 1 1 0
RV3 0 1 0 1 1 0

S1 1 1 0 1 0 1
S2 1 1 0 0 1 1

Table 2: Signature matrix for the whole set of possible
conflicts found for the three-tanks system.

THE REDUCED QUALITATIVE FAULT SIGNA-
TURE MATRIX

Given current observations, residual for PCs and ARRs,
should provide values in presence of the different kind
of faults as 1 if the residual is activated, or 0 if it is not
activated. Recently, several authors [Koscielny (1995);
Koscielny and Zakroczymski (2000); Puig et al. (2005);
Gelso et al. (2008)] have proposed extensions to improve
the fault detection and isolation stages based on ARRs
or PCs, including temporal information about residuals.
The problem is that such extensions are hard to obtain
automatically.
The qualitative fault signatures approach fromMoster-

man and Biswas [Mosterman and Biswas (1999)] uses
the properties of TCGs to automatically derive the FSM
of a system including temporal information (known as
the qualitative fault signature matrix, QFSM). Given a
set of faulty parameters and a set of measurements as-
sociated with a system, the qualitative fault signatures
can be derived from the TCG model of the system by
forward propagation from the fault parameter along the
edges of the TCG to the measurement nodes [Mosterman
and Biswas (1999)].
Our proposal consists in applying a TRANSCEND-

like forward propagation algorithm to automatically ob-
tain the qualitative fault signature matrix for each of the
PCs of a system. As we used the TCG to generate the
set of PCs, we can now use the TCG model of each PC
to propagate forward from the fault parameter along the
edges to the discrepancy nodes of the PCs to obtain a
FSM with temporal information. We will call this matrix,
the reduced qualitative fault signature matrix (RQFSM).
The method for predicting future behavior is shown

in algorithm 3. The algorithm uses the TCG model
of each PC to find the signatures. For each hypoth-
esized fault that can activate a PC, the algorithm in-
vokes TRANSCEND’s prediction algorithm [Mosterman
and Biswas (1999)] using only the TCG model of the
PC. This prediction algorithm [Mosterman and Biswas
(1999)] will compute, in a qualitative way, the behav-
ior of the discrepancy nodes of the PCs, i.e., the behav-
ior of the PC. This behavior is expressed in terms of the
magnitude (zeroth order time-derivative), slope (first or-
der time-derivative), and higher order effects. All devi-
ation propagations start off as zeroth order effects (mag-
nitude changes). When an integrating edge in the TCG



is traversed, the magnitude change becomes a first order
change, i.e., the first derivative of the affected quantity
changes.

Algorithm 3: For each possible conflict’s TCG,
TCGPCX , we find the signatures for all hypothe-
sized faults using a TRANSCEND-like prediction al-
gorithm; SPC is the set of possible conflicts

function RQFSM := find rqfsm(SPC)1

foreach PCX in SPC do2

foreach fault candidate in PCX do3

Predict Future Behavior Algorithm(TCGPCX ,4

fault candidate)
end5

end6

Algorithm 3 returns the signature of all hypothesized
fault for each PC. It is important to point out that TRAN-
SCEND’s algorithm can not be directly used to get the
RQFSM of a system, because the algorithm has to be in-
voked as many times as PCs have been found in the sys-
tem, and for the parts of the TCG related with the PCs.
Table 3 shows the reduced qualitative fault signature

matrix for the three tank plant. Columns PC1 and PC2

represent the expected deviations (no change (0), or in-
creasing or decreasing (+/-)) in the magnitudes, and in the
slope or higher order effects, in the presence of faults for
each possible conflict. Column I shows isolation capa-
bilities of this approach. Column I clearly shows the in-
crement in the discrimination power compared with pre-
vious approaches, due to the inclusion of temporal infor-
mation (in magnitudes, slopes and higher order effects)
in the theoretical FSM.

PC1 PC2 I
CT1 −+ 1
CT2 0− 0− 1
CT3 +− 1
RV1 0+ 0− 0
RV2 0+ 0− 0
RV3 0+ 1

Table 3: RQFSM found for the three tank system.

CASE STUDY

The laboratory plant shown in fig. 7 will be used to study
the proposed algorithms. This plant resembles common
features of a continuous industrial process. It is made
up of three tanks {T1, T2, T3}. A control loop defined
by a function f(x), where x is the pressure in tank T1,
determines the opening of valve V0. Valves V1, V2, and
V3 are completely open. We assume four sensors: two,
{P1, P2}, measure the fluid pressure in tanks T1 and T3,
the third, {F1}, measures the in-flow into tank T1, and
the fourth, {F2}, measures the outflow from tank T3. For
this study, we consider seven different parametric faults
in the plant: change in tanks T1, T2, T3 capacities, and

block in valves V1, V2, V3, and in the input pipe. We also
consider sensor faults.

P1P1 P2P2

F1F1
F2F2

Output

Large fluid source

T1 T2 T3

V1 V3V2V0

Figure 7: Diagram of the laboratory plant.

Fig. 8 shows the bond graph model for the plant. Mea-
surement points shown as De and Df components are
connected to junctions, and the faults listed above, ap-
pear as explicit parameters of the bond graph model. Fig.
9 shows the TCG for the plant.
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Figure 8: Bond graph model of the plant. Here, f(x)
represents the function of the pressure in T1 that controls
the resistance Rvalve (control on the aperture of V0).

Results for the Case Study
Invoking algorithms 1 and 2 from the three tank plant’s
TCG we automatically obtained a set of four possible
conflicts. Table 4 shows the FSM for this set of PCs.
Columns PC1, PC2, PC3, and PC4 show the theoret-
ical activation values of the PCs in presence of the dif-
ferent kind of faults considered (shown in the first col-
umn). Column I shows the isolation capabilities of the
approach. Results for this plant are equivalent to those
obtained using the the ARR/DBG approach for the same
model (as stated in [Bregon et al. (2008)]).

PC1 PC2 PC3 PC4 I
CT1 0 1 0 0 1
CT2 0 1 1 0 0
CT3 0 0 1 0 1
RV1 0 1 1 0 0
RV2 0 1 1 0 0
RV3 0 0 0 1 1

Rpipe 1 0 0 0 1

Table 4: Signature matrix of the possible conflicts found
for the laboratory plant.

If sensor faults are considered, we can invoke the ex-
tended version of algorithm 2. With this approach, we
obtained a set of 15 minimal PCs for the system. Ta-
ble 5 shows the fault signature matrix for these 15 PCs.
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Figure 9: Temporal causal graph of the three tank plant.

PC1 PC2 PC3 PC4 I1 PC5 PC6 PC7 PC8 PC9 PC10 PC11 PC12 PC13 PC14 PC15 I2
CT1 0 1 0 0 1 1 1 1 1 1 1 1 1 1 0 0 1
CT2 0 1 1 0 0 1 1 1 1 1 1 1 1 1 1 1 0
CT3 0 0 1 0 1 0 1 0 1 1 1 1 1 1 1 1 1
RV1 0 1 1 0 0 1 1 1 1 1 1 1 1 1 1 1 0
RV2 0 1 1 0 0 1 1 1 1 1 1 1 1 1 1 1 0
RV3 0 0 0 1 1 0 0 0 0 0 1 1 0 1 1 1 1

Rpipe 1 0 0 0 1 1 1 1 1 1 1 1 0 0 0 0 1

F1 1 1 0 0 0 1 1 0 0 0 0 0 1 1 0 0 1
P1 1 1 0 0 0 0 0 1 1 0 0 0 1 0 1 1 1
P2 0 1 1 1 1 1 0 1 0 1 1 0 0 1 1 0 1
F2 0 0 1 1 1 0 1 0 1 1 0 1 1 0 0 1 1

Table 5: Signature matrix for the whole set of possible conflicts found for the laboratory plant.

Columns PC1 to PC4 show the results for the four ini-
tial PCs previously obtained. Column I1 shows the iso-
lation capabilities of first four PCs. Columns PC5 to
PC15 show the additional PCs obtained for the system,
and column I2 shows the isolation capabilities of the ap-
proach for the whole set of PCs. Additional rows have
been added to the FSM for each of the sensor faults con-
sidered. Looking at columns I1 and I2, it is clear that
fault discriminability for sensor faults is increased with
the new set of additional PCs.
Finally, invoking algorithm 3 we automatically obtain

the reduced qualitative fault signature matrix for the plant
(see table 6). In this table, columns PC1 to PC4 repre-
sent the expected deviations (no change (0), or increasing
or decreasing (+/-)) in the magnitudes, and in the slope
or higher order effects, in the presence of faults. Column
I shows isolation capabilities of this approach. For the
sake of simplicity we only show the results obtained for
the initial set of four PCs and only for parametric faults.

PC1 PC2 PC3 PC4 I
CT1 +∗ 1
CT2 0+ 0+ 1
CT3 +− 1
RV1 0− 0+ 0
RV2 0− 0+ 0
RV3 +− 1

Rpipe +∗ 1

Table 6: RQFSM found for the laboratory plant.

Comparing tables 4 and 6 it is clear that the RQFSM
is better for isolation purposes. A fault in CT2 can now
be isolated from a fault in RV1 or RV2 due to the sign in

the derivative. The great advantage of this approach is
that using algorithm 3 the RQFSM can be automatically
computed for PCs.

CONCLUSIONS AND FUTUREWORK

In this paper, we have presented an algorithm to automat-
ically compute the set of possible conflicts for a system
from its bond graph model. Using the causal structure
implied by the topological structure of the bond graph
models (obtained through temporal causal graph models
that can be automatically derived) greatly facilitates the
possible conflicts generation process, because the struc-
ture of each PC can be seen as equivalent to a minimal
subset of over-determined equations within the TCG, i.e,
PCs identify minimal structures in TCGs [Bregon et al.
(2008)]
We have proved that explicit inclusion of the observa-

tional model of the system in the TCG can lead to addi-
tional possible conflicts generation. These possible con-
flicts does not improve discrimination capabilities of the
PCs approach but have proved to be useful to discrimi-
nate sensor faults. The proposed algorithms are able to
work with this extended TCG and automatically compute
the whole set of additional possible conflicts.
Finally, using the temporal relations established in the

temporal causal graph, we have proposed an algorithm to
compute an extended version of the fault signature ma-
trix for the diagnosis system. This new fault signature
matrix, called reduced qualitative fault signature matrix,
includes information about the sign in the magnitudes,
slopes, and higher order effects. This new fault signature



matrix improves diagnosability of the diagnosis approach
for structural faults.
In future work, we will extend our algorithms to com-

pute the set of possible conflicts from hybrid bond graph
models. We will also try to test the approach in different
and more complex forms of nonlinear systems.
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